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Topics

1 | Statistical reasoning with GLM
2 | Multiple linear regression
3 | Dummy-variable regression
4 | Logistic regression
5 | Multilevel and longitudinal analysis
6 | Statistics superpowers
6.1 | Data simulation
6.2 | A priori power analysis
6.3 | Polynomial regression
6.4 | Nesting (revisited)
6.5 | Assumptions
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Simulation #1 | Ice cream data

set.seed (0)

n <- 10
temperature <- runif(n = n, min = 10, max
= 30)

intercept <- -200
slope <- 30

Density

ice cream sales <- intercept + slope *
temperature + rnorm(n = n, mean = 0, sd =
noise sd)

data <- tibble (temperature,
ice cream sales)

Value

Distribution — Normal --- Uniform

inoise_sd <- 120 I



Signal and noise

and guess what he just went
CRAZY O MY GOD that was
INSANE didn’t | tell you

before LISTEN this is what
happened next you’re NOT
GOING TO BELIEVE THIS



Simulation #2 | High noise, low noise

noise sd high <- 500

ice cream sales sd high <- intercept +
slope * temperature + rnorm(n = n, mean =
0, sd = noise sd high)

noise sd low <- 5
ice cream sales sd low <- intercept +
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https://open.spotify.com/track/5gtfxIIbrl3ZjRh7FybmI1?si=f4107839832b4e2e

Simulation #2 | High noise, low noise

noise sd high <- 500

ice cream sales sd high <- intercept +
slope * temperature + rnorm(n = n, mean =
0, sd = noise sd high)

600 -

noise sd low <- 5

ice cream sales sd low <- intercept +
slope * temperature + rnorm(n = n, mean =
0, sd = noise sd low)

400 1

Ice Cream Sales

Finally, we
found the
mute button.
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https://open.spotify.com/track/5gtfxIIbrl3ZjRh7FybmI1?si=f4107839832b4e2e

Simulation #3 | Frequentist inference (NHST)

n sim <- 1000
slope null <- 0
slope alt <- slope

null t stats <- numeric(n sim)
for (i in 1l:n sim) {

obs temperature <- runif(n = n, min = 10, max = 30)
ice cream sales <- intercept + slope null * obs temperature
noise <- rnorm(n = n, mean = 0, sd = noise sd)

data <- tibble(
temperature = obs temperature,
sales = ice cream sales + noise)

fit <- Im(sales ~ temperature, data = data)

null t stats[i] <- summary(fit)Scoefficients[2, "t value"]
} # and do the exact same for the alternative slope



Simulated densities

Density

0.4 1

0.3 1

0.2 1

0.1

0.0

This looks an awful lot like a one-sample t-test... #

The probability of
obtaining a test result at
least as extreme as the
result actually observed,
given that the null
hypothesis is correct.
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True densities

Density
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Observed densities

0.4 - : : Then this would give the observed power. Doesn’t seem to
| | accurately represent the true power to me 4
0.3 : :
_ : :
2 0.2- |
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NHST in practice
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Simulation #3 | Confidence intervals (Cl)

n sim <- 1000
slope alt <- slope

alt ci <- matrix(NA, nrow = n_sim, ncol = 2)
for (i in 1l:n sim) {

obs temperature <- runif(n = n, min = 10, max = 30)
ice cream sales <- intercept + slope alt * obs temperature
noise <- rnorm(n = n, mean = 0, sd = noise sd)

data <- tibble(
temperature = obs temperature,
sales = ice cream sales + noise)

fit <- Im(sales ~ temperature, data = data)
alt ci[i, ] <- confint(fit) [2, ]



When repeatedly
sampling from the
target population,
95% of the
calculated Cls
contain the actual
population value.

Confidence interval
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Manipulating statistical power

K Let’s increase

And accept more false positives? $#
K Let’s increase the magnitude of the effect
Interesting, but we're not running an experiment here #
K Let’s decrease the noise

Nora: NOOOOOOOO! I HAVE FEELINGS TOO! £
Shut up, Nora, I'll use more precise measurements ﬁ

K Let’s use a move powerful test

I'm already using the most powerful test §

K Lets increase the sample size

Data collection is costly and takes time, how many
observations do I need? 4

18


https://en.wikipedia.org/wiki/Uniformly_most_powerful_test

Petal

Kroonblad

Q. Are the dimensions of the petals and sepals
of the iris flower related?

H. The length of a petal is related to the length
and the width of a sepal.

E.[...]

¢ A data set made famous by Ropald Fisher
and with its v '

19



https://commons.wikimedia.org/wiki/File:Iris_virginica_-_NRCS.jpg
https://commons.wikimedia.org/wiki/File:IrisVersicolor-FoxRoost-Newfoundland.jpg
https://commons.wikimedia.org/wiki/File:Wild_Iris_at_Dyea_(5d3b13f3-1dd8-b71c-07af-b17e57f4158f).jpg
https://en.wikipedia.org/wiki/Ronald_Fisher
https://en.wikipedia.org/wiki/Iris_flower_data_set

How many observations do | need?

What effect size do | want to be able to detect? 1.00 1
A Pick values from multiple robust studies %) R
[ Pick magnitude of practical interest o751 |
@ Do not pick from a single noisy study if/
o
What power do | want to detect an effect? § 0.50 -
a =.8 < /
What's the required significance level? % 0.25 1
a3 .05
What'’s the required sample size? 0 100 200 300 400 500

Number of Observations
Effect Size () — 0.02 — 0.15 — 035

L not in book; Gelman, Hill, & Vehtari (2021, p. 293) 20



How many observations do | need?

What effect size do | want to be able to detect?

4 Pick values from multiple robust studies
A Pick magnitude of practical interest
A Do not pick from a single noisy study

What power do | want to detect an effect?
O =8

What's the required significance level?
3 .05

What’s the required sample size?

a  67.319

L not in book; Gelman, Hill, & Vehtari (2021, p. 293)

____________________________________________________________

K <- 3 # number of variables

1

1

|

library ("pwr") i
a _priori power <- pwr.f2.test(

u=K -1, i

v = NULL, !

f2 = .15, |

sig.level = 0.05, i

power = 0.8) |

i

1

1

1

1

1

ceiling(a priori power$v + K) # required number of!

observations
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F distribution
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Photo reveal

— Tik Tak

WOW this is SOO EASY
EVERYONE can see it's a
birthday CAKE YUMMY
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https://www.youtube.com/watch?v=s4FDN9h47V0&t=75s

Photo reveal & statistical power

Number of observations

Noise level

25





https://docs.google.com/file/d/1iFahxL-HBCgYXD9HXXv5HuMW1MfZQFT5/preview




Functional form | Nonlinear relationships

poly(x, degree)

0.1
0.0

degree =1 degree =2 degree =3

PAIN,

degree =4 degree =15 degree =6

W pfln

210122101221012
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Danceability

“Dangeability describes how suitable a track is
for ddncing based on a combination of musical
efements including tempo, rhythm stability, beat
strength, and overall regularity. A value of 0.0 is
least danceable and 1.0 is most danceable.”

— Spotify

How are the danceability and popularity of
fracks related?

-
LR
" .
"
.
. .,
--------------------------------

(1 Does a hierarchical model make sense?

d  What do we expect to be dependent?
d  Intercept: danceability depends on genre
d  Slope: the relationship depends on genre

d  Both
genre & 2N -
danceability S popularity ¥4
| _—
I _=
danceability : popularity ¥4

29


https://developer.spotify.com/documentation/web-api/reference/get-audio-features

Polynomial regression

mod linear <- popularity ~ poly(danceability, 1) +
(1 + danceability | track genre)

country deep-house dubstep

mod quadratic <- popularity ~ poly(danceability, 2)
+ (1 + danceability | track genre)

(1 + danceability | track genre)

anova (fit linear, fit quadratic, fit cubic)

1
1
1
1
:
i mod cubic <- popularity ~ poly(danceability, 3) +
1
1
1
1
1
1
1

Data: spotify by genre
Models:
fit_linear: mod_linear
fit _quadratic: mod_gquadratic
fit cubic: mod_cubic
npar AIC BIC logLik -2*log(L) Chisq Df Pr(>Chisq)

fit linear 6 56362 56403 -28175 56350
fit quadratic 7 56362 56409 -28174 56348 2.1599 1 0.1417
fit_ cubic 8 56363 56416 -28174 56347 1.4380 1 0.2305
Danceability
) . . . . . . .
¥ (Non-)linearity is not our biggest problem... Model — linear — quadratic — cubic

L1124 30



Quote of the week

Al models are wrong, but some are vseful.”

— George Box (1976)







Nested data

Nested intercept

~

danceability ¥

Nested intercept + slope

 genre &

popularity ¥4

|
danceability B :

popularity ¥

33



Nested models

Nested models can be compared

A Are the parameters of the one model fully
contained in the other?

(A Use insight::is nested models () (only
for multiple regression, ignores random
effects parameters)

I\ The anova function doesn’t complain if models are not nested.

Nested $& or unnested &7

1 Ay
Y
2. Q y
Y
3 M v
Y
4. =
Y
5. Q y
Y
6. M~
Y
7. Q v
Y

x1
x1 X2
x1
X2
x1
X2 x1
x1
x1 X2
x1l + x2
x1l + x2
1
x1
1 + x1

+ x1:x2
+ x3
+ x4 + x5

0 + x1 + x2
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https://easystats.github.io/insight/reference/is_nested_models.html

“Conducting’data analysi. \\\;.\v" e drinking a T w Ortant to swirl andsniff the wine, t
unpack the complex badiquet and to appreciate ce. Gulping the wine doesn’t work.

W — Daniel B igh D3)




Validity

e Qutcome reflects phenomenon of interest?
e Inputs are relevant and necessary?
e Sample represents population of interest?

predict (fit) # external validity



Additivity & linearity

plot(x = fitted(fit), y =
irisS$SpPetal.Length)

Observed
12 3 4 5 6 7

Fitted

plot(x = fit, which = 1)

Residuals vs Fitted

Residuals

|
. . . | .
/4 Approximately linear; horizontal at O | car::residualPlots(
| model = fit) # for each
i Fitted values

I\ Important predictor
| Im(Petal.Length ~ Sepal.Length + Sepal.Width)

=
N
w
S
o
)
~




Independence of errors

Independent observations
¥ Dependent observations

We know how to deal with this, do we? 4

4 Horizontal
I\ Important

plot (x = fit, which = 1)

Residuals vs Fitted

1

107 0101
8" otar

|

Residuals

15 05 05 15

1 2 3 4 5 6 7



Equal variance of errors

Homogeneity of variance, homoscedasticity.
Similar to sphericity in repeated measures
ANOVA.

plot (x = fit, which = 3)

Scale-Location
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/& Horizontal
I\ Issue with prediction, otherwise minor

Fitted values



Normality of errors

Frequency
10 20 30 40

0

T T T T T T T 1
-1.5 -05 00 05 10 15 20

Residuals

plot (x = fit, which = 2)

Q-Q Residuals

16
i

Standardized residuals

/4 Approximately normal; linear
I\ Issue with predicting individual data points,
otherwise not an issue Theoretical Quaniles
Im(Petal.Length ~ Sepal.Length + Sepal.Width)
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(Multi)collinearity

/4 Low correlations between predictors; low VIF
I\ For explanation, less/not for prediction

cor (iris[, c("Sepal.Length",
"Sepal.Width") ])

car::vif (mod = fit)



Influential observations

Influential observation = Outlier + Leverage

¥ Error
Interesting
Random

4 Cook’s distance < 1 or < 4/N; horizontal at 0
I\ It depends

L Leys et al. (2019)

Cook's distance
107

15 42

Cook's distance
0.00 0.02 0.04 0.06
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T T T T
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Obs. number
Im(Petal.Length ~ Sepal.Length + Sepal.Width)

plot (x = fit, which = 5)

Residuals vs Leverage
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https://doi.org/10.5334/irsp.289

a0 Take it easy

library("easystats™")
performance: :check model (fit)

astatur::regression.diagnostics

Posterior Predictive Check
Model-predicted lines should resemble observed data line
05

04

03

Density

4 5 6 7 8
Sepal Length
— Observed data — Model-predicted data

Homogeneity of Variance
Reference line should be flat and horizontal

1Std. residuals!

Fitted values

Collinearity
High collinearity (VIF) may inflate parameter uncertainty

! }

Petal.Lengih Sepal Widih

$ Low(<5)

Linearity
Reference line should be flat and horizontal

Residuals

Fitted values

Influential Observations
Points should be inside the contour lines

0.00 002 0.04 006
Leverage ()

Normality of Residuals
Dots should fall along the line
3

Sample Quantiles

1
Standard Normal Distribution Quantiles

43


https://easystats.github.io/performance/articles/check_model.html




700

-

=

? Questions (SR)

Open and closed

Practical and theoretical (learning goals)
R

No follow-up (like in weekly assignments)
From literature & lectures

Statistics exam, not a programming exam

79 Points (see course manual)

Grade = .8 x Exam + .2 x PhS Assignment

Exam = % x SR + % x PhS (must be 25.5)

Exam: 50 points = 75 minutes (SR); 30 p=45 m (PhS); 10p=15m
Correction for guessing (applied after exam)

= Resources at the exam

R, RStudio

Course literature (.pdf)

Lecture slides (.pdf, SR only, broken links)
Scrap paper, if needed

J7 Merijn Scholten - Had Ik Maar

) What to bring

Student ID card, UvAnetID credentials
Pen (no calculator, use R)
Water, snack

B At the exam

Come early
o Take into account delays (traffic, etc.)
o Visit the restroom prior to the exam
o Logging in may take up to 6 minutes

Don’t switch computers
Open the resources folder, RStudio, ANS exam (‘Start’, requires

password)

RStudio terminates occasionally: all you can do is start a new
session, scripts are almost always recovered

Late arrivals allowed during first 30 minutes

Not allowed to leave during first/last 30/15 minutes

Exam automatically stops after 2 hours or at 10 minutes past the
official end time—whichever comes first

When leaving: turn in scrap paper, take ID, be quiet

& Examination ICT can fail in unimaginable ways, keep it cool

45


https://open.spotify.com/track/2DDNjoAssaFfxX8XzKTyNn?si=9a037642b78f4fd7

I Takeaways

assumption civb

so, | think we all khow
why were here

amiiillustrates



https://www.amiiillustrates.com/shop-prints/p/assumption-club-print

T Takeaways



https://xkcd.com/1339/
https://xkcd.wtf/1339/

I DIDNT HAVE ANY
ACCURATE NUMBERS
S0 I JUST MADE UP

, THIS ONE.

|

\

oo

[ %

L_lg || #4ex813

[~

scottadams @ aol.com

www.dilbert.com

STUDIES HAVE SHOWN
THAT ACCURATE
NUMBERS AREN'T ANY
MORE USEFUL THAN THE
ONES YOU MAKE UP.

|

J

0

5308 ©2008Scott Adams, Inc./Dist. by UFS, Inc.

EIGHTY—
SEVEN.

( 5~
¢:i

lllustration by Scott Adams
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http://dilbert.com/strips/comic/2008-05-08/

I Takeaways

THE #1 PROGRAMMER EXCUSE
FOR LEGITIMATELY SLACKING OFF:

“MY CODE'S COMPILING.

HEY! GET BACK



https://xkcd.com/303/
https://xkcd.wtf/303/

I Takeaways

CHECK ITOUT—T MADE A
FULLY AUTOMATED DATA
PIPEUNE THAT COLLECTS
AND PROCESSES ALL THE
INFORMATION UE NEED.

i

15 IT A GIANT HOUSE: OF CARDS
BUILT FROM RANDOIM SCRIPTS
THAT LILL ALL COMPLETELY

COLLAPSE THE MOMENT ANY
INPUT DOES ANYTHING WEIRD?

L7y

IT.... MIGHT NOT BE.
T GUESS THAT'S SOMETH-

JHOOPS, JusT
COLLAPSED. HANG
ON, I CAN PATCH IT

il



https://xkcd.com/2054/
https://xkcd.wtf/2054/
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