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📢 Announcements
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Last week

Multiple regression

❏ Partial slope coefficient (“having controlled 
for”)

❏ Adjusted R2

❏ Standardization (for comparing slopes)

Moderation / interaction analysis

❏ Simple slopes analysis (slope of X1 
depends on X2)

❏ Centering (for meaningful slope 
coefficients)

🔁 Recap
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Last year

Four levels of measurement

❏ Nominal scale: 🍏🍓🍌
❏ Ordinal scale: ☹😐😀
❏ Interval scale: 📅🌡(°C)
❏ Ratio scale: 🕔📏⚖🌡(K)

Two types of variables

❏ Categorical
❏ Dichotomous: ♂♀
❏ Polytomous: 🍏🍓🍌🍑

❏ Numerical
❏ Discrete: number of …
❏ Continuous: 🌡

https://en.wikipedia.org/wiki/Level_of_measurement
https://en.wikipedia.org/wiki/Statistical_data_type


Topics

1 | Statistical reasoning with GLM
2 | Multiple linear regression
3 | Dummy-variable regression

3.1 | Dummy-variable regression
3.2 | Moderation/interaction analysis

4 | Logistic regression
5 | Multilevel and longitudinal analysis
6 | Statistics superpowers
7 | Bayesian statistics

🔮 Today

Learning goals

Estimate the relationships between more than 
two categorical variables.

Determine whether the relationship between a 
categorical and a continuous variable depends 
on a third categorical variable.
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Dummy-variable 
regression

Split Grid by Nicola Rennie (aRt package) 🎨

with one categorical predictor

https://nrennie.rbind.io/projects/generative-art/
https://nrennie.rbind.io/aRt/
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Student evaluations | Gender

ratinggender

🎨Randall Munroe (wtf)🔒ScienceGuide (Sep. 13, 2023)

https://xkcd.com/3117/
https://xkcd.wtf/3117/
https://www.scienceguide.nl/2023/09/de-student-als-consument-maakt-vrouwelijke-docenten-extra-kwetsbaar/


Categorical independent variables

🦹 
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mod <- score ~ gender
dat <- dat |> mutate(gender = ifelse(gender == 
"male", 0, 1))
summary(lm(mod, data = evals)) t.test(mod, data = evals, var.equal = TRUE)

I gave each category a number (male = 0, 
female = 1), and look, no errors! I guess you’re right, but will it always?

📖 9.2

🦸



Dummy-coding

Original data Dummy-coded data

Y X Y 🍏 🍓 🍌 🍑
5 🍏 5 1 0 0 0
6.2 🍓 6.2 0 1 0 0
2 🍌 2 0 0 1 0
4.7 🍑 4.7 0 0 0 1

🪄 Factor

🍼 Dummies for dummies | Dummy-coding

Dichotomous

♂= 0
♀= 1

Why does it work?

Polytomous

🍏= 0
🍓= 1
🍌= 2
🍑= 3

Why does it not work?

9📖 9.1.1

class(data$categorical)
data$categorical <- factor(data$categorical)



Student evaluations | Academic rank

󰳓 Teacher
󰳐 Tenure track
󰳘 Tenured
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ratingrank



Model thinking
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continuouscategorical

📖 9.1, 9.2, 9.4

 Independent

Categorical Continuous

Dependent

Cate
gori
cal

Con
tinu
ous

Dummy-variable 
regression

Simple regression
Multiple regression

mod <- score ~ rank

continuousdichotomous

continuouspolytomous

?

?



Data | Transformation & visualization
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data(evals)
class(evals$rank)
levels(evals$rank)
summary(evals$rank)
GGally::ggpairs(evals, columns = c("score", 
"rank"))

📖 5.2, 5.3 (density, boxplot, histogram, bar chart)



mod <- score ~ rank
fit <- lm(mod, data = evals)
summary(fit)

mod <- score ~ 0 + rank
fit <- lm(mod, data = evals)
summary(fit)

Results | With & without intercept

13📖 9.2, 9.4



evals$rank <- relevel(evals$rank, ref = "tenure 
track")
levels(evals$rank)

🍼 For dummies dummies | Changing the reference group

🪄 Linear combinations (see next slide)

❏ 𝛽Teaching − 𝛽Tenure Track
❏ 𝛽Tenured − 𝛽Tenure Track
❏ 𝛽Tenured − 𝛽Teaching

⚠ Family-wise error rate = 1 − (1 − 𝛼)m

❏ m = 3
❏ 𝛼 = .05
❏ FWER ≈ .14

Bonferroni adjustment = 𝛼 / m ≈ .02, but power!

14📖 9.4.2



 

Results | Pairwise multiple comparison adjustment

15📖 9.4.2, 9.4.3

tukey <- glht(fit, linfct = mcp(rank = "Tukey"), 
vcov = sandwich)
summary(tukey)

📖 5.2, 5.3 (dotplot)



Dummy-Variable 
Regression

Split Grid by Nicola Rennie (aRt package) 🎨

with more than one categorical predictor

https://nrennie.rbind.io/projects/generative-art/
https://nrennie.rbind.io/aRt/


 ❏ Male > Female
❏ Teaching > Tenured

Student evaluations | Gender + rank
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Model thinking

What’s the meaning of score, when…

❏ 𝛽1 = 𝛽2 = 𝛽3 = 0
❏ 𝛽1 = 1
❏ 𝛽1 = 𝛽2 = 1
❏ 𝛽3 = 1

18📖 9.6

continuous
categorical

categorical

mod <- score ~ gender + rank



Results

❏ What does the intercept estimate 
represent?

❏ What does the ranktenured estimate 
represent?

The mean score of females in a tenure track is 
.10 points lower than the mean score of female 
teachers, having controlled for males and 
tenured females.

❏ Is there an effect rank, having controlled 
for gender?

19

fit <- lm(mod, data = evals)
summary(fit)

📖 9.6



Gender has a significant relation with score, 
having controlled for rank (𝛼 = .5).

Rank has a significant relation with score, 
having controlled for gender (𝛼 = .5).

Results | F-test
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car::linearHypothesis(
  model = fit,
  hypothesis.matrix = c("ranktenure track = 0",
                        "ranktenured = 0"))

car::linearHypothesis(
  model = fit,
  hypothesis.matrix = c("gendermale = 0"))

📖 9.6



 

❏ Relationship between score and gender is 
restricted to be the same across ranks 
(and vice versa). I.e., we used an additive 
model.

Results | Visualization
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?interactions::cat_plot
cat_plot(model = fit,
         pred = "rank",
         modx = "gender",
         geom = "point",
         interval = TRUE) +
  ylim(0, 5)



Dummy-variable 
regression

Split Grid by Nicola Rennie (aRt package) 🎨

One categorical predictor and a categorical moderator.

https://nrennie.rbind.io/projects/generative-art/
https://nrennie.rbind.io/aRt/


Student evaluations | Gender × rank
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continuouscategorical

categorical

📖 10.5

mod <- score ~ gender * rank



  

Results
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fit <- lm(mod, data = evals)
summary(fit)

sim_slopes(model = fit, pred = "gender",
           modx = "rank", johnson_neyman = FALSE)

📖 10.5



❏ Relationship between score and gender 
may vary across ranks (and vice versa). 
I.e., we used a nonadditive model.

❏ Slope is no longer significant for each 
rank.

?interactions::cat_plot
cat_plot(model = fit,
         pred = "rank",
         modx = "gender",
         geom = "point",
         interval = TRUE) +
  ylim(0, 5)

 

Results | Visualization

25📖 10.5



💩 R is the shit

Copy-paste and download as image:

 

26📦 equatiomatic package

library("equatiomatic")
extract_eq(fit, intercept = "beta", wrap = TRUE, 
use_coefs = TRUE)

http://editor.codecogs.com
https://cran.r-project.org/web/packages/equatiomatic/vignettes/equatiomatic.html


Cooling Down

Split Grid by Nicola Rennie (aRt package) 🎨

https://nrennie.rbind.io/projects/generative-art/
https://nrennie.rbind.io/aRt/


💯 Exam*      (*course manual is 
leading)

Statistical Reasoning

📖 Chapter 7, 8, 9, 10, 11, 12, 15 (pdf available)

󰞹 Lectures (pdf handouts available)

󰳕 Weekly assignments (not available)
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✍ Colophon

Slides
alexandersavi.nl/teaching/

License
Statistical Reasoning by Alexander Savi is licensed under a Creative Commons 
Attribution-ShareAlike 4.0 International License. An Open Educational Resource. 
Approved for Free Cultural Works.
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https://www.alexandersavi.nl/teaching/
https://creativecommons.org/licenses/by-sa/4.0/
https://creativecommons.org/licenses/by-sa/4.0/
https://en.wikipedia.org/wiki/Open_educational_resources
https://en.wikipedia.org/wiki/Definition_of_Free_Cultural_Works


⚠ Don’t look here!

Show that an ANOVA and linear regression 
analysis return the same results.

Share your attempt (and tell whether you 
needed hints)!
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Hints (select and copy/paste the invisible text below to reveal it)

0. Not so fast, take your time.

1. Pick a data set and think of an hypothesis that 
compares several means.

2. Test the hypothesis using the aov() function 
and using the lm() function.

3. Compare the results.




